
Model Avg. Pair Class. M.C. Structure Prediction Question Answering Cross-lingual Retrieval
XNLI XCOPA UDPOS WikiANN XQuAD MLQA TyDiQA-GoldP Mewsli-X LAReQA Tatoeba

#Languages (Total 50) 15 11 38 47 11 7 9 38 11 38
Metrics Acc. Acc. F1 F1 F1/EM F1/EM F1/EM mAP@20 mAP@20 Acc.

mBERT-base 59.43 66.63 55.49 71.80 62.34 66.23 / 51.03 57.37 / 42.44 55.01 / 38.05 44.65 75.26 39.49
XLM-R-base 62.02 74.50 50.45 73.84 61.23 72.83 / 58.01 61.54 / 46.45 53.09 / 37.11 42.09 63.43 67.20
mGTE-MLM-2048 65.24 73.17 63.62 73.25 60.87 75.33 / 60.00 64.02 / 48.57 53.58 / 36.68 44.41 72.13 72.02
mGTE-MLM-8192 64.44 73.37 61.98 73.14 59.83 74.81 / 59.37 64.24 / 48.80 49.85 / 33.27 44.52 71.54 71.10

Table 1: XTREME-R (Ruder et al., 2021) results in the cross-lingual zero-shot transfer (models are trained on
English data) setting. M.C. stands for Multiple Choice. The EM scores are not included in the average.

Model Params Pos. Seq. Len. GLUE Avg.

RoBERTa-base↵ 125M Abs. 512 86.4

XLM-R-base 279M Abs. 512 80.44
mGTE-MLM-2048 305M RoPE 2048 83.42
mGTE-MLM-8192 8192 83.47

Table 2: GLUE (Wang et al., 2018) devset averages (w/o
WNLI). The detailed scores for each subset are shown
in Table 13. ↵Taken from Table 8 of Liu et al. (2019).
The rest are from our runs, refer to Appendix C.2.

2.3 Text Reranking Model
We also build a reranker using the cross-encoder
architecture. It takes the query and document
as input: [CLS] q [SEP] d, and directly predicts
their relevance score by the [CLS] output state:
srerank = Wh[CLS]. W 2 RH⇥1 is randomly ini-
tialized. The model is fine-tuned by InfoNCE in
one step6 based on our text encoder. Unless other-
wise specified, we employ identical data and train-
ing settings as the TRM fine-tuning (§2.2). The dif-
ference lies in our adjustment of the hard-negatives.
We describe the detailed settings in Appendix B.4.
We denote this model as mGTE-reranker.

3 Evaluation

We separately evaluate our text encoder in §3.1,
TRM and reranker in §3.2 and §3.3.

3.1 Natural Language Understanding
We evaluate the encoder on the cross-lingual nat-
ural language understanding (NLU) benchmark
XTREME-R7 (Ruder et al., 2021) and the English
NLU benchmark GLUE (Wang et al., 2018). Re-
sults show that our encoder outperforms the same-
sized previous state-of-the-art XLM-R (Conneau
et al., 2020) on all benchmarks.

6We found that the contrastive pre-training of reranker does
not improve the performance.

7We use XTREME-R (Ruder et al., 2021) instead of
XTREME (Hu et al., 2020) since we found the retrieval tasks
of XTREME is unstable and difficult to evaluate.

Model Seq. en zh fr pl

BGE-M3-unsupervised† 8192 56.48 57.53 57.95 55.98

mGTE-CPT 512⇤ 60.16 58.67 59.72 57.66
8192 60.04 58.63 59.74 57.11

mE5-base 514 59.45 56.21 56.19 55.62
mE5-large 514 61.50 58.81 56.07 60.08
BGE-M3 (Dense)† 8192 59.84 60.80 58.79 60.35
gte-multilingual-base (Dense) 8192 61.40 62.72 59.79 58.22

gte-Qwen2-7B-instruct 32000 70.24 72.05 68.25 67.86
gte-Qwen2-1.5B-instruct 32000 67.16 67.76 66.60 67.86
E5-mistral-7b 32768 66.63 60.81 48.33 -
voyage-multilingual-2 32000 - - 61.65 -
Cohere-multilingual-v3.0 512 64.01 - 56.02 -
OpenAI-3-large 8191 64.59 - - -
OpenAI-3-small 8191 62.26 - - -

Table 3: Embedding model performance on MTEB
English (Muennighoff et al., 2023), Chinese (Xiao
et al., 2023), French (Ciancone et al., 2024) and Polish
(Poświata et al., 2024). The scores of other models are
retrieved from the MTEB online leaderboard. ⇤To be
consistent with the setting in contrastive pre-training, in
retrieval tasks, the max sequence length of the document
side is set to 1024. †Denote our runs.

XTREME-R We focus on the zero-shot cross-

lingual transfer setting where models are fine-
tuned on English trainset and tested on multi- and
cross-lingual data. The fine-tuning setup is de-
scribed in Appendix C.1. We run mBERT-base,
XLM-R-base, and our encoder, as shown in Table
1. Our 2048 and 8192 encoder models achieve av-
erage scores that are higher than those of XLM-R
by 3.22 and 2.42 points, respectively.

GLUE We also report the performance on the de-
vset of GLUE benchmark (Wang et al., 2018). The
fine-tuning details refer to Appendix C.2. Table
2 presents the average scores (Table 13 provides
the full results). Our models consistently outper-
form XLM-R-base and reasonably lag behind the
English RoBERTa-base (Liu et al., 2019).
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