
Params Seq. Len. Avg. MLDR MIRACL MKQA BEIR
Metric nDCG@10 nDCG@10 recall@20 nDCG@10
#languages (Total 33) 13 18 25 1

Retrieval (gte-multilingual-base Dense) 304M 8192 58.9 56.6 62.1 65.8 50.9

jina-reranker-v2-multilingual 278M 8192 59.4 53.2 65.8 68.8 49.7
bge-reranker-v2-m3 568M 8192 65.7 66.8 72.6 68.7 54.6
gte-multilingual-reranker-base 304M 8192 67.4 78.7 68.5 67.2 55.4

Table 5: Results of reranking based on the candidates retrieved by our TRM dense model (refer to Table 4).

Model Attn. Unpad. Encoding
Time

Search
Latency

BGE-M3 eager ⇥ 1800s 20.35msSDPA-MEA 744s

mGTE-TRM

eager ⇥ 695s

15.07ms
SDPA-MEA ⇥ 298s

eager X 675s
SDPA-MEA X 279s

MEA X 52s

Table 6: Dense retrieval efficiency. Encoding time is
running MLDR-hi corpus (3806 texts with average 4456
tokens after truncating to maximum 8192) on one A100
GPU with FP16. Search latency is measured on a faiss
index with 8.8M texts. MEA is the memory-efficient
attention in xFormers. SDPA-MEA denotes MEA dis-
patched by scaled dot-product attention of PyTorch.

with xFormers is crucial for encoding, which re-
duces the time by 5 times (52s v.s. 279s).

Scaled Contrastive Pre-Training We utilize the
reversed NTK scaling in contrastive pre-training
to reduce required text length, where we set the
RoPE base to 1/8 of the original and train the 8k
encoder with 1k max length. To evaluate the ef-
fectiveness, we run the same training without the
reversed NTK, comparing the MLDR scores in Fig-
ure 5. With revNTK, models exhibit slightly lower
performance on 1k context but achieve more stable
8k performance across different training steps.

4 Related Work

Training long-context TRMs has become a hot
topic recently. OpenAI released 8191 context APIs
(Neelakantan et al., 2022) have set the target for
open-source community. Portes et al. (2023) and
Günther et al. (2023) replace position embedding
of BERT with Alibi (Press et al., 2022) attention
bias and pre-train from scratch, which is shown to
be effective in build 8k TRMs. Nussbaum et al.
(2024) explore the more powerful RoPE (Su et al.,
2024) in BERT pre-training and their 2048-context
pre-trained encoder achieve better retrieval perfor-

Figure 5: MLDR scores in contrastive pre-training.
none keeps the RoPE untouched in pre-training. 1024
and 8192 are the max sequence length in evaluations.
revNTK-8912 recovers the 8k context by NTK scaling.

mance on English. Zhu et al. (2024) suggest patch
E5 (Wang et al., 2022) with RoPE. We also use
RoPE and provide multi-stage training for native
8192-context text encoder, TRM, and reranker.

Chen et al. (2024) propose long-context multilin-
gual TRM and reranker based on XLM-RoBERTa-
large (Conneau et al., 2020) by extending position
embedding to 8192 via continue training. We pre-
train native 8k multilingual models from scratch
for better long-context performance and efficiency.

5 Conclusion

We present the holistic practice of building native
8192-context multilingual retrieval models. We
first suggest a text encoder with RoPE and un-
padding, which is pre-trained by a two-stage MLM
curriculum for 8k context. Evaluations on NLU
benchmarks show that our encoder outperforms
XLM-RoBERTa in the same size. Based on our
encoder, we construct a hybrid TRM and a cross-
encoder reranker by contrastive learning. The TRM
is pre-trained with reversed RoPE NTK scaling
and fine-tuned to generate both Matryoshka embed-
dings and sparse representations. Results on mono-
lingual and crosslingual retrieval benchmarks show
that our TRM and reranker are close to larger ones
on regular datasets, and achieve better performance
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