
Params Seq. Len. Avg. MLDR MIRACL MKQA BEIR LoCo
Metric nDCG@10 nDCG@10 recall@20 nDCG@10 nDCG@10
#languages (Total 33) 13 18 25 1 1

BM25 - - 47.0 53.6 31.9 28.1 41.7 79.9
mE5-base 279M 514 53.5 30.5 62.3 53.7 48.9 72.2
mE5-large 560M 514 57.7 34.2 65.4 63.5 51.4 74.3
E5-mistral-7b 7111M 32768 62.4 42.6 62.2 62.4 56.9 87.8
OpenAI-3-large - 8191 - - 54.9 62.1 55.4 79.4

BGE-M3 Dense
568M 8192

64.3 52.5 67.7 67.8 48.7 84.9
BGE-M3 Sparse 55.1 62.2 53.9 36.3 38.3 84.9
BGE-M3 Dense + Sparse 67.7 64.8 68.9 68.1 49.4 87.4

gte-multilingual-base Dense
304M 8192

66.7 56.6 62.1 65.8 51.1 88.9
gte-multilingual-base Sparse 57.2 71.0 55.9 31.6 39.2 88.1
gte-multilingual-base Dense + Sparse 68.9 71.3 64.5 66.0 51.4 91.3

Table 4: Retrieval results on MIRACL (Zhang et al., 2023b) and MLDR (Chen et al., 2024) (multilingual), MKQA
(Longpre et al., 2021) (crosslingual), BEIR (Thakur et al., 2021) and LoCo (Saad-Falcon et al., 2024) (English).

Figure 4: Elastic embedding results on MTEB English.

3.2 Text Embedding
Our contrastive pre-training actually yields a text
embedding model. To understand the pre-training
and fine-tuning of TRM, and to compare with other
models, we first run the most popular text embed-
ding benchmark MTEB (Muennighoff et al., 2023)
as well as its Chinese, French and Polish versions.

Multilingual MTEB The results in Table 3
also present the scores of LLM-based models
and commercial APIs for reference. For con-
trastive pre-trained models, our model outper-
forms BGE-M3-unsupervised (Chen et al., 2024)
on all four subsets, through our backbone has
fewer params than XLM-R-large. Comparing with
BGE-M3 and mE5 (Wang et al., 2024b), our final
TRM achieves best scores on Chinese and French,
and is competitive on English.

Elastic Embedding We compare our TRM (only
elastic embeddings) with open-source model and
commercial APIs on MTEB English (Figure 4).
Our model presents close scores to the same-sized
English-only nomic-v1.5, which is promising for
a multilingual model. However, it is still behind

OpenAI APIs, which is reasonable since they are
guessed to be much larger models.

3.3 Text Retrieval
We conduct evaluations to our TRM and reranker
on retrieval benchmarks in multilingual (Miracl
(Zhang et al., 2023b) and MLDR (Chen et al.,
2024)), crosslingual (MKQA (Longpre et al.,
2021)) setting, and the commonly used English
BEIR (Thakur et al., 2021) and LoCo (Saad-Falcon
et al., 2024). Our models are close to the state-of-
the-art large models on Miracl, MKQA and BEIR,
while achieve better scores on long-context datasets
MLDR and LoCo. Details are in Appendix E.

First-Stage Retrieval We compare our TRM
to the hybrid model BGE-M3 (Chen et al., 2024),
dense models like mE5 (Wang et al., 2024b) and
E5-mistral-7b (Wang et al., 2024a), and BM25.
As shown in Table 4, our TRM consistently outper-
forms mE5 and OpenAI APIs, better than BGE-M3

on MLDR, and close to it on the rest parts.

Reranking In Table 5, we evaluate rerankers
based on the candidates retrieved by Our-TRM
dense model. Our model outperforms the powerful
bge-reranker-v2-m3 (Chen et al., 2024) with a
smaller size. Moreover, it greatly surpasses the
same-sized jina-reranker-v2-multilingual.

3.4 Analysis
Efficiency We compare the efficiency of our
TRM with BGE-M3 on dense retrieval in Table 6. To
simulate the real-world scenario, the encoding time
is the duration of encoding texts without length
grouping. Our TRM is up to 14 times faster than
BGE-M3 (52s v.s. 744s). The end-to-end unpadding
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