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Topic Export Score

Math.Stats. 3.474
Regression 1.688
Mach.Learn. 1.671
Inference 1.131
Bayes 0.159
Exp.Design 0.000
Time Series -0.142
Latent.Var. -0.240
Hypo.Test -1.279
Clinic. -1.611
Bio./Med. -5.427

Firth, 2016). We instead use the Stigler’s model for journal ranking, which takes into account
the randomness and skewness of citation counts. Given N journals, let µ1, µ2, . . . , µN 2 R
be their export scores. For two papers i and j published in journal � and m, respectively, let
Cij be the indicator of a citation from i to j. We assume

(2.4) P(Cij = 1|Cij + Cji = 1) = exp(µ` � µm)/[1 + exp(µ` � µm))].

This model is in the same spirit of (2.2) but uses OCA for citation contribution (c.f., (2.2)
uses TWCA for citation contribution). We fit this model using the quasi-likelihood approach
in Varin, Cattelan and Firth (2016). For comparison, we also consider the PageRank approach
(with the same tuning parameter � as suggested in Varin, Cattelan and Firth (2016)).

To apply the two methods to our data set, we construct a between-journal citation matrix
G as follows. First, among the 36 journals (see Table S1 of the supplement for the list of
journals), there are relatively few citation exchanges between the 3 journals focusing on
probability and the other 33 journals, so we exclude the 3 probability journals for our study
here. Second, for each pair of journals, we count the between-journal citations using a 10-
year time window. For instance, if 2014 is the “current year," then we count one citation from
journal i to journal j if and only if a paper published in journal i in 2014 has cited a paper
published in journal j between 2005 and 2014. This gives rise to a 33 ⇥ 33 between-journal
citation matrix for 2014. Last, for stability and reliability of the rankings, we take the sum of
the two matrices for 2014 and 2015. This is our final data matrix fed into either of the two
methods. The results are in Figure 4, where each solid black circle represents a journal, and
the x-axis and the y-axis are the rankings given by the PageRank approach and the Stigler’s
model approach, respectively.

Both approaches rank AoS, Biometrika, JASA, and JRSSB as the top 4 (Figure 4, bottom
left). In particular, both approaches rank AoS as number 1 and Biometrika as number 3. For
JASA and JRSSB, PageRank ranks them as numbers 2 and 4, respectively, while the Stigler
approach ranks them as numbers 4 and 2, respectively.

The rankings by two methods are quite consistent with each other. A few exceptions are
CSDA, EJS, JMVA, JRSSA, JTSA, and SMed. For example, PageRank ranks CSDA as number
6 but Stigler’s model ranks it as number 23; PageRank ranks JTSA as number 26, but Stigler’s
model ranks it as number 12. In fact, PageRank weighs each citation equally, while the Stigler
model gives citations from higher-ranked journals greater weight than citations from lower-
ranked journals. The idea behind Stigler’s model treats different journals as competitors, and
being cited is considered “winning”; being cited by more competitive journals is a strong sig-
nal of being competitive. For these reasons, the results of the PageRank approach are fairly
close to that of ranking by citation numbers, but the results of the Stigler approach may be
significantly different. A closer look at the citation counts reveals that a large proportion of

Figure 3: Left: The weighted directed graph for cross-topic citations. The diameter of a node

(topic) is proportional to the total citations the topic has received from other topics, and the

width of an edge is proportional to the weight defined in the text. An edge is presented if

the weight is bigger than 0.09. Right: The estimated export scores of 11 topics (subject to

median(µ̂1, . . . , µ̂11) = 0).

edge from node k to node ` is presented when Pk` � 0.09, no edge from or to Exp.Design

is shown in Figure 3. Second, Regression and Math.Stat. are the two topics that have

attracted the most citations from other topics, and Bio./Med. and Inference are the two

topics that have cited other topics most often. Third, each of the three topics, Bayes,

Variable Selection, and Mach.Learn. has significantly cited and been cited by other topics.

Last, Hypo.Test and Inference form a close pair, and most citations between them are from

Inference to Hypo.Test. Clinic. and Bio./Med. also form a close pair, and the citation

exchanges are relatively balanced between them.

Next, consider the topic ranking. The export scores of 11 topics by TR-SCORE are

shown in Figure 3 (right). Math.Stats. is the highest-ranked topic. This is reasonable,

as the focus of Math.Stats. is mathematical analysis and probability, which may have a

long-lasting impact on other topics in statistics. Regression and Mach.Learning are also

highly ranked. This is also understandable, as the two topics cover many “hot” research

topics; see Table 2. The rankings of Bio./Med. and Clinic. are relatively low; one reason is

that a significant fraction of the impact these topics have may be over research areas that

are outside our data range.
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